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Abstract

In this work, we implemented a software that categorizes given image
as one of predefined scene categories. Test user was presented a ran-
dom image and then requested to specify some several objects that exist
or do not exist inside a given image and our Naive Bayes based classi-
fier categorizes image based on pre-constructed object-scene probabilities
table. Conditional probabilities table created using open-source SUN im-
age database [http://sundatabase.mit.edu/] which contains over 800 scene
categories and more than 14.400 images and thousands of annotated im-
ages. For our case, we used 50 scene categories and 25 most common
objects that exist in these images.
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1 Introduction

Scene categorization is a fundamental problem in computer vision. Various
approaches exist in the literature and because there is no general scheme in order
to classify a scene into one category or some of the scenes can be classified into
multiple categories it is wise to attack to the problem of scene categorization
from the probabilistic viewpoint. Success rate of the classification algorithm
highly depends on the amount and accuracy of the training data. Annotating
training data is not just laborious task but also requires accuracy.

Open-source Scene UNderstanding (SUN) image database provides researchers
with a comprehensive collection of annotated images covering a large variety of
environmental scenes, places and the objects within. To build the core of the
dataset, they counted all the entries that corresponded to names of scenes, places
and environments using WordNet English dictionary. Once they established a
vocabulary for scenes, they collected images belonging to each scene category
using online image search engines by quering for each scene category term, and
annotated the objects in the images manually.

A scene can be described in terms of a set of objects (e.g. car, window,
tree, sky) that can be ”generally” found inside and in terms of number of oc-
currences in the scene(one, several or many...). For example, we can describe
”Street” scene as follows: Street scene must contain road,cars and sky on upper
half along with sidewalks and buildings on both sides. There might be people,
trees or road signs and so on... After enough training with representative im-
ages from various scene categories, we can create scene-object joint probabilities
table. In such table, particular set of objects will be expected to have a higher
probability of existence and some objects will have very low probability of pres-
ence given a particular scene category. In our work, we created such table using
above-mentioned SUN image database and obtained probabilities of each object
conditioned on scene category.

We used Naive Bayes Classifier (NBC) in order to classify given images
based on objects detected within. Naive Bayes assumes a strong independence
between objects given a particular scene category. Using this assumption prob-
lem is simplified greatly and inference is carried out using maximum a posteriori
decision rule.

In order to test our approach, test user is provided with a random image
and asked to choose a number objects that exist and do not exist in current
image. Depending on evidence prompted from user, program outputs five best-
matching scene categories.
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2 Methods

Naive Bayes classifier is a simple probabilistic classifier based on Bayes’ theo-
rem with strong independence assumption between features given class label.
It’s proven that although Naive Bayes has simple probabilistic model, it has a
very good performance with appropriate pre-processing and competitive results
compared to other advanced methods such as Support Vector Machines. Naive
Bayes has been preferred in many applications due to its simplistic and highly
scalable nature and used extensively in document classification and medical
diagnosis applications.

In our case, we have chosen Naive Bayes Classifier because it’s fast, proba-
bilistic model training is simple and it gives satisfying results even if test data
is limited. Training the model requires to extract conditional probabilities of
features conditioned on class labels. Because, tabular data for scene category-
object occurrences does not exist, we first created a table in which most probable
50 scene categories and most common 25 objects included using information pro-
vided on SUN image database. Later, we calculated conditional probabilities of
each object. Finally, in order to test our approach, we used an android based
mobile application.

2.1 Extraction of statistics from SUN Image Database

SUN image database contains more than 130.000 images which are categorized
based on 908 scene categories. There are more than 300.000 segmented and
annotated objects with over 4000 object categories. Although SUN database
offers tools to extract statistics from the database, we though it would be better
to start with manageable number of scene and object categories. Therefore,
we selected most common 50 scene categories and 25 common objects that
can be generally found within typical scenes. We created a scene category-
object occurrences table as shown in table 1 and class conditional probability
calculations were done based on the created table.

There are several points to note when using the SUN database. First, note
that each scene categories may contain different number of annotated images.
Number of object occurrences depends on how many images annotated given
scene category and they needs to be normalized before creating class conditional
probabilities. Second, some scene categories do not contain enough annotated
images therefore we would expect recognition accuracy to be low in these cate-
gories. Third, some objects have multiple occurrences and this leads the number
of object occurrences to be higher than total number of annotated images for
that category. This situation needs to be handled carefully in the calculation of
class conditional probabilities.

2.2 Probabilistic Model

If we denote Ck as scene category k and ei as evidence, problem then can be
defined as follows:

p(Ck|e1, e2, ..., en) ei ∈ {oj , õj} (1)
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where i = 1...Nevidence, j = 1...Nobject, k = 1...Nscene

p(ei = oj |Ck) ⇒ Probability of jth object exist in scene category k
p(ei = õj |Ck) ⇒ Probability of jth object do not exist in scene category k

Problem here is that as total number of features, objects in our case, repre-
senting joint probabilities as a table becomes is infeasible and intractable. Using
Bayes’ theorem, above equation 1 can be equally written as:

p(Ck|e1, e2, ..., en) =
p(e1, e2, ..., en|Ckp(Ck)

p(e1, e2, ..., en)
(2)

We only interested in the numerator part of above equation, because de-
nominator is just a constant and normalizer. Numerator is equivalent to joint
probability:

p(Ck, e1, e2, ..., en) (3)

Which can be written as follows, using chain rule:

p(Ck, e1, e2, ..., en) = p(Ck)p(e1, e2, ..., en|Ck)

= p(Ck)p(e1|Ck)p(e2, ..., en|Ck, e1)

= p(Ck)p(e1|Ck)p(e2|Ck, e1)p(e3, ..., en|Ck, e1, e2)

= p(Ck)p(e1|Ck)p(e2|Ck, e1)...p(en|Ck, e1, ..., en−1)

(4)

Conditional independence between features e′is given class label Ck assump-
tion enables us to write above conditional probability as:

p(ei|Ck, ex, ey, ez) = p(ei|Ck) for i 6= x, y, z (5)

p(Ck, e1, e2, ..., en) = p(Ck)p(e1|Ck)p(e2|Ck)...p(en|Ck) (6)

p(Ck|e1, e2, ..., en) ∝ p(Ck, e1, e2, ..., en)

∝ p(Ck)p(e1|Ck)p(e2|Ck)...p(en|Ck)

∝ p(Ck)

n∏
i

p(ei|Ck)

(7)

p(Ck|e1, e2, ..., en) =
1

Z
p(Ck)

n∏
i

p(ei|Ck) (8)

Hence, if we can obtain class conditional probabilities for each object, then
we can calculate posterior probability of each scene category given some evidence
about scene.

Formula we used in calculation of conditional probabilities can be basically
stated as:
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p(ei = oj |Ck) =
Nobjectjk

Nscenek

+ ε

=
total # of object type j present in images of scene category k

total # of images of scene category k
(9)

One important point to note about above formula is that, if some objects
during the training stage has never appeared for some categories, above con-
ditional probability for that object becomes zero and it can cause to wipe out
all information which comes from other probabilities. In order to prevent this,
we introduced small correction term ε which ensures any probability will not be
exactly zero.

Another important point to note is that,when some objects have multiple
occurrences across some scene categories, above probability calculation may
result in probabilities greater than 1.0 which is not possible. Quick remedy for
that situation is to clamp probabilities between 0 and 1. However this might
cause to loss some information and should be considered better solutions in
order to recover all information.

2.3 Inference algorithm

After obtaining class conditional probabilities using formula 9, we calculated
posterior probabilities using eq. 8 and normalized them over all scene categories.
Decision rule we used for classification is maximum a posteriori approximation
for finding most probable scene category given a number of evidences.

Ck̂ = arg max
k∈{1...K}

p(Ck)

Nevidence∏
i

p(ei|Ck) (10)

2.4 Software

Android mobile application was used for testing our algorithm. For this work,
data table of 50 scenes and 25 objects shown in table 1 embedded in the soft-
ware and conditional probabilities were inferred from the table using formula
1. Sample images which represent various scene categories obtained from SUN
image database and embedded in software.

For the test scenario, user was prompted a scene image which was randomly
selected from 20 sample images. First, user was requested to choose a number of
objects out of 25 which exist in the current image. Next, user selected a number
of objects which do not exist in the image. Five best matching scene categories
with associated probabilities were calculated and shown on the screen after each
evidence entry.

As we stated, scene category-object occurrences table embedded in the soft-
ware and it is not possible for user to enter new training data or change present
statistics. With future modifications in the software we can enable entering new
training data which in turn increases success rate of classification. Moreover,
only 25 objects were presented to user for evidence entry. Increasing number of
objects recognized by the software will definitely increase success rate.
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Scene 1 object 2 objects 3 objects 1 object 2 objects 3 objects
Bazaar Outdoor Y(7.0) N N N N N*(9.0)
Museum Outdoor N(7.0) N*(10.7) Y(14.0) Y(19.0) Y(22.3) N*(28.8)
Construction Site N N N N N N
Botanical Garden Y(5.0) Y(9.5) Y(10.76) Y(11.0) Y(15.0) Y(17.0)
Apartment Building N N N N N N
Building Facade N Y(6.8) Y(7.0) N N N
City N*(5.0) N*(6.5) N*(13.39) Y(21.0) Y(39.9) Y(41.0)
Downtown N*(5.0) N*(7.0) N*(14.0) Y(19.0) Y(20.0) Y(22.8)
Gas Station Y(5.0) Y(7.0) Y(8.4) N*(10.7) N N*(10.9)
Motel N N N*(7.8) N*(10.2) N*(10.4) N*(11.0)
Street N N Y(16.0) Y(36.0) Y(44.0) Y(62.0)
Schoolhouse N N*(7.0) Y(9.6) Y(11.2) Y(20.6) Y(20.7)
Convenience Store Y(5.0) Y(7.0) Y(13.0) Y(20.0) Y(24.0) Y(27.0)
Swimming Pool N Y(9.0) Y(15.0) Y(16.0) Y(23.0) Y(30.0)
Total Avg. 4/2.78 5/5.03 8/9.21 8/12.43 8/15.65 7/20.01

Table 1: Scene category recognition results. Y(x) = Category recognized suc-
cessfully with probability x. N*(x) = Category not recognized but among five
best matching. Last row shows recognition ratio along with probabilities of
success.

3 Results

Results for our approach obtained using statistics from mobile application. Test
user were presented 20 random images from the database and were allowed to
enter 6 evidences, half of them were objects exist in the image and half were
objects that do not exist. Results are summarized in table 1.

It was clearly observed that each additional evidence entry ”generally” in-
creases success rate in terms of increasing probability of true scene category
in the estimation. There are several important points which will be discussed
further in the next section that affect the success rate of estimation:

1) Training data is not always enough! Sample image rarely contains objects
not representative of scene category image belongs to.
2) Some objects(e.g. window, tree) have multiple occurrences in some scenes.
3) Some scene categories may contain similar objects with similar conditional
probabilities.

4 Conclusion

As we stated in previous section, success rate of our algorithm was directly re-
lated to training data. In some of case, user is shown an image of some category
but some objects within image might not be in the training data of that category.
Second, some scene categories have identical object occurrence distribution with
other categories which causes category of given image not recognized correctly.
Third, some objects such as windows or trees in an image has multiple occur-
rences in images. Because these occurrences increase conditional probabilities,
stating object existence or absence might not be enough. Instead, it would be
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wise to state number of occurrence of object either qualitatively(small, many)
or quantitatively(1,2,3..).

In this work, we applied Naive Bayes Classifier to classify a given image
into one of predefined scene categories. We used an open source image database
which contains large amount of annotated images with over 900 scene categories.
For our case, we applied categorization for 50 scenes. Classification was based on
objects detected within image and class conditional probabilities were extracted
from scene-object relation table we created. In order to test our algorithm, we
developed an android mobile application in which test user was shown a random
image and requested to enter some objects exists and do not exist within given
image. After each evidence entry, best matching scene categories shown to
user. Although results seem promising, success rate can be increase further by
introducing more training data and more object categories.
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Figure 1: Scene Categories-Object Occurrences table
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Figure 2: Graphical model of the problem. Note that objects are independent
given scene category

Figure 3: Mobile application test screen
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